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The Dubois Collection at Guimet Museum

- 284 albums, 19,000 photographs, one of the largest collection in the world
- A broad overview of the commercial photographic production in Japan during 

Bakumatsu and Meiji eras (1853 – 1912)
- A great variety of materials, techniques, styles, subject matters, or price ranges



The HikarIA project

- Develop new tools based on Deep 
Learning to explore and analyse large 
collections of historical photographs

- Recognize and accurately name 
iconographical elements in the 
photographs 

- Identify recurring photographs and 
similar compositions

- Detect potential patterns in image 
sequences

- Generate detailed statistical analysis



The HikarIA project

How the AI models trained on contemporary western 
photographs « see » the Japanese photographs from the XIXth 
century ?

Captioning Zero-shot object 
detection

Semantic image 
search

LLaVA/ChatGPT Grounding DINO CLIP



Image Captioning

Prompt: This image is a 19th century Japanese 
photograph, describe it.

Answer: 

The image is a black and white photograph of a group of people, 
possibly samurai, gathered around a map. They are dressed in 
traditional Japanese clothing, with some of them wearing 
kimonos. The group consists of at least nine individuals, with 
some standing and others sitting on the ground.

The map is placed in the center of the scene, and the people 
are positioned around it, engaged in conversation or studying 
the map. The photograph captures a moment of collaboration 
and shared interest among the group members.



Image Captioning

Prompt: Give a list of all objects present in this 19th century 
Japanese photograph, do not make sentences.

Answer: 

Map, umbrella, sword, hat, robe, bow, and a group of people.

The format of the description can be adapted for 
archival/indexing purposes



Image Captioning: quantitative evaluation

CLIP
Open Source

SigLIP
Open Source

ChatGPT
API

Models: 

Learning Transferable Visual Models From Natural Language Supervision, 
Alec Radford et al., 2021
Sigmoid Loss for Language Image Pre-Training, Xiaohua Zhai et al., 2023



Image Captioning: quantitative evaluation

Data: 

- Manual tagging by a single person of 18,155 images

- 2,209 tags including 

- content: child, river, fan 

- elements of Japanese culture: geisha, shamisen, torii

- types of photographs: group portrait, landscape

- Japanese locations or monuments: Nikko, Yokohama, 

Toshogu Shrine



Image Captioning: quantitative evaluation

Data set for the experiments: 

- Random selection of 6 albums, 275 images

- Tag set reduced to 1,034 considering only common names in 

French

- Goal: being able to manually validate the predictions of the 

models 



Image Captioning: quantitative evaluation

Model configuration for the experiments: 

- Same prompt for the 3 models

- The prompt contains the list of possible tags

- The reduced tag set: the 190 tags of the subset of images

- The complete tag set: 1,034 tags



Image Captioning : quantitative evaluation

Model Tag set Precision Recall F1

CLIP
Reduced 15.7 11.5 13.3

Full 12.9 6.6 8.7

SegLIP
Reduced 13.2 10.4 11.6

Full 12.6 7.8 9.7

ChatGPT 4o
Reduced 74.8 42.5 54.2

Full 25.6 20.6 22.9

- Open Source models are far behind ChatGPT

- ChatGPT has a low recall with both tag sets

- ChatGPT has a low precision with the full tag set



Image Captioning : qualitative evaluation

Manual tags

Path
Boat
Natural landscape
Hozugawa 
Rapids
People
River
Studio Tamamura 
Colored

GPT4o tags

Boat
Natural Landscape

People 
River

Cherry tree



Image Captioning : quantitative evaluation

Model Tag set Precision Recall F1

ChatGPT 4o

Reduced 74.8 42.5 54.2

Full 25.6 20.6 22.9

Full validated 80.2 43.5 56.4

ChatGPT4o predicts fewer tags but is accurate in its predictions

New reference : Full validated , manual validation of the predictions

For each prediction, if the tag is correct, the tag is added to the 

ground-truth

Limitation of the captioning approach: only allows for (closed) keyword search 



Image semantic search

Learning Transferable Visual Models From Natural 
Language Supervision, Alec Radford et al., 2021

CLIP Model

- Encode the low resolution images with 
CLIP

- Store them in a vector database
- Encode the textual query with CLIP
- Search the closest vector in the database
- Display the best results 

Search application













Conclusion

Models can analyse old photographs using contemporary, 
common vocabulary in English/French

• Multi-lingual interactions should be evaluated
• The interaction with the thesaurus can be improved 

(hierarchical approach)
• Automatic evaluation is complex due to subjectivity

Moving from lab evaluation to field evaluation



TEKLIA’s open-source software suite for document 
processing

21

Callico
Collaborative annotation campaigns

Arkindex
Document processing

HuggingFace
Models and datasets

Open-source and Enterprise 
licences

Open-source Open-source

https://huggingface.co/Tekliahttps://gitlab.teklia.com
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